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Abstract: The appearance of Large Language Models (LLMs) has brought ad-
vancements in natural language processing (NLP), making it more available to 
everyone. This paper examines the application of LLMs in text mining, with a fo-
cus on ChatGPT by OpenAI. The author provides a brief overview of LLMs, high-
lighting their structure and training techniques, as well as parameter tuning. Uti-
lizing ChatGPT as an example of an LLM, this paper identifies the model’s ca-
pabilities and constraints in extracting insights from textual data. Based on the 
author’s findings, they suggest several applications of LLMs for text mining that 
provide better text comprehension and set the tone for further research.
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1.	 INTRODUCTION

The concept of generative artificial intelligence has been expanding for the last two years, 
most notably with the public appearance of large language models. Generative artificial 

intelligence can be defined as the application of artificial intelligence and machine learning 
algorithms to generate new content (Goodfellow et al., 2016). The generative artificial intelli-
gence market is expected to reach more than 667 billion USD value, which is a huge increase 
over 2022 market value of 29 billion USD (Generative AI Market Size, Share and Industry 
Trends [2030], n.d.).

Besides the ability to generate new content such as bodies of text (de Rosa & Papa, 2021), imag-
es (Rombach et al., 2022), or music (Wang et al., 2023), generative artificial intelligence can be 
used to transform existing content into more manageable forms. This can be useful if we need 
to digest large amounts of text or get a quick summary of the information at hand. These capa-
bilities in generative artificial intelligence are commonly provided by large language models 
(LLM) (Radford & Narasimhan, 2018).

Due to the way how large language models work, they are suited to be a good candidate for 
the process of text extraction. ChatGPT (n.d.) is one of the more popular and most commonly 
used large language models due to its availability to a wide range of users. Our goal is to see if 
ChatGPT is a suitable option for the process of extracting data from text.

2.	 CONCEPT OF LARGE LANGUAGE MODELS

Large language models (LLM) represent a relatively new language model based on generative 
pre-trained transformers (Radford & Narasimhan, 2018). Generative pre-trained transformers 
represent the application of the transformer neural network (Vaswani et al., 2017) trained with 
unsupervised learning on large datasets. Training results yield probabilities between tokens 
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inside the training dataset, usually words. The resulting model is specialized in supervised 
learning for specific tasks, such as language translation or text mining. 

The first publicly available LLM is the GPT-1 model (Radford & Narasimhan, 2018), followed by 
the GPT-2 and GPT-3 models (Brown et al., 2020). The key difference between the models is in the 
amount of parameters used for training. The original GPT-1 model used 117 million parameters, 
compared to GPT-2 with 1.5 billion parameters and GPT-3 with 175 billion parameters.

An alternative to the GPT language model family is the BERT (Bidirectional Encoder Rep-
resentations from Transformers) language model from Google (Devlin et al., 2019). The main 
difference when compared to the GPT family of large language models is in the way how next 
tokens are predicted in the sentence. BERT utilizes bi-directional context and word masking in 
order to perform predictions, while GPT is autoregressive and has a unidirectional path for de-
termining context (left-to-right compared to BERT which performs context determination left-
to-right and right-to-left).

The use of non-public datasets for training is a common characteristic of GPT and BERT lan-
guage model families. The lack of public datasets or dataset descriptions keeps models hidden 
from general research contributions and potential improvements from third parties. The crea-
tion of the LLaMA (Touvron et al., 2023) family of models with the collaboration from Meta 
and Microsoft is a direct response to the problem of dataset availability. 

Besides utilizing publicly available datasets, LLaMA utilizes several novel improvements to the 
transformer architecture, such as the application of the SwiGLU activation function (Shazeer, 
2020) and rotary embeddings (Su et al., 2023). LLaMA, with its current iteration LLaMA 2 (Tou-
vron et al., n.d.) provides significantly better performance than GPT and BERT language models.

Even though LLaMA and BERT provide better performance than the GPT language model 
family due to the improvements to the transformer architecture and larger amount of parame-
ters used for training, the key blocker in public adoption is the accessibility of these models. One 
of the original goals of OpenAI, the company behind the GPT family of language models, was 
the benefit of AI for mankind (About, n.d.). ChatGPT (n.d.) is one of their key publicly availa-
ble solutions that became available in November 2022. It is a front-end to the GPT-3 language 
model which would allow regular users to harness its capabilities for their day-to-day tasks and 
language model evaluation.

3.	 CURRENT WORK

Text mining is defined as a process with the goal of extracting meaningful information from text 
(L. Sumathy & Chidambaram, 2013). Text mining uses many different techniques, most notably 
natural language processing (NLP) and statistics to perform its goals. Our focus will be on the 
current state of large language models, both GPT and BERT, applied to the area of text mining.

One of the most common applications of text mining can be seen in the word prediction features 
of modern text editors. Utilizing text mining, the text editor can predict what would be the next 
word in the sentence. This is commonly used in programming environments (Allamanis & Sut-
ton, 2013). This has evolved with the advent of large language models, now allowing tools to 
generate complete computer programs (Nijkamp et al., 2022) from user descriptions.
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Another application for text mining is the improvement of text comprehension. Text compre-
hension is presented as the ability of the language model to answer questions, summarize text 
and hand and provide definitions of unknown concepts. One of these models is Galactica (Tay-
lor et al., 2022), a large language model trained and focused on retrieving scientific data. This 
model also has the ability to reason given prompts and generate answers, allowing the end user 
to gain better insight into the information at hand. Another example regarding text mining with 
scientific data is the SciBERT (Beltagy et al., 2019) large language model which demonstrates 
improvements concerning the original BERT model.

Similarly, BioGPT (Luo et al., 2022) is a large language model belonging to the GPT family fo-
cused on textual mining and retrieval of biomedical data. The focus of BioGPT is end-to-end 
relation extraction, question answering, document classification and text generation. It is also 
worth mentioning that it outperforms the GPT-2medium general purpose, large language model. 
There are similar implementations based on the BERT family of large language models, such 
as BioBERT (Lee et al., 2020).

4.	 CHATGPT AND ITS CAPABILITIES

As mentioned before, the concept behind the GPT family of large language models was intro-
duced by Radford and Narasimhan (2018) and its improvements were introduced by Brown et 
al. (2020). The popularity of the GPT family of large language models has increased with the 
introduction of ChatGPT (n.d.) by OpenAI (n.d.), an originally GPT-3 large language model 
specialized for textual conversations. At the time of writing, there have been about 1.7 billion 
unique visits to the ChatGPT website (Similarweb, n.d.) which offers interaction with the model.

The popularity of ChatGPT comes from an intuitive user interface available via the web and 
natively on Android and iOS. The additional feature is the tuned GPT-3.5 and GPT-4 models 
made to represent human interaction, even though the training and model data are proprietary.

Giving additional instructions to the large language model is performed using prompts (Liu et 
al., 2023). Utilizing prompts we are able to customize the behavior of the large language mod-
el by setting baseline points and formatting for the returned answers. The process of utilizing 
prompts for large language model customization is called prompt engineering. This is an alter-
native for retraining the model whenever we wish to have a different context, allowing us to 
have a large model that we can engineer later on for our use cases.

Prompt engineering is one of the key features of using ChatGPT. Applying prompt engineering 
with ChatGPT allows the end user to get better results and in the required context, without re-
training the model. With the application of prompt patterns (White et al., 2023) we are able to 
further increase the usability of ChatGPT.

Another key feature is the ability to use specialized plugins (Chat Plugins, n.d.), such as spe-
cialized search engines (Wolfram Plugin for ChatGPT, n.d.) and web browsing (Browsing, n.d.). 
This extends the original abilities of ChatGPT with new features that aren’t a part of the origi-
nal trained model, since they depend on outside services.

All of the features above are able to be combined, allowing the creation of complex questions 
and tasks for ChatGPT, utilizing multiple data sources and contexts.
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5.	 TEXT MINING WITH CHATGPT

We have performed experiments on the following three text mining use cases with ChatGPT: 
sentiment analysis, document summarization and concept extraction in the domains of news ar-
ticles, scientific papers and technical documentation. 

Each experiment started with the following prompt: “Hello ChatGPT, I will need you to perform 
text_mining_use_case on text I will give you in the next prompt” where text_mining_use_case 
are sentiment analysis, document summarization or concept extraction. Prompt engineering was 
applied later in order to refine the returned results and provide better quality for the end user.

The following data was used for testing – a news article from Forbes (Tucker, n.d.), a scientific 
paper regarding the discovery of biological nerve conductivity (Hodgkin & Huxley, 1952) and a 
technical document outlining the extraction methods in Oracle database based data warehouses 
(Database Data Warehousing Guide, n.d.). Since the scientific text in question is large, we are 
focusing on the part “Refractory period”.

Sentiment analysis can be defined as a method of extracting emotional sentiment from a body 
of text (L. Sumathy & Chidambaram, 2013). Sentiment analysis is used to convey the emotional 
meaning from bodies of text in order to gauge perceptiveness. Before testing, we read and ana-
lyzed the texts manually in order to determine the sentiments. The news article had positive sen-
timents, while the scientific text and technical document had neutral sentiments.

In the case of the news article, the sentiment is mostly positive and it has been presented de-
scriptively. Prompt engineering with the following statement “Format the sentiment analysis by 
ranking” gives us a numerated list of sentiments identified and references inside the text. Per-
forming advanced sentiment analysis with the prompt “As an analyst, perform advanced senti-
ment analysis” gives us a detailed breakdown of the discovered sentiments that are positive with 
further explanation of the referenced text.

Scientific text sentiment was discovered to be neutral, with an explanation about the process 
that determined its neutrality, compared to a newspaper article where sentiment has been refer-
enced in the text. Similarly, the results were the same for the technical documentation, but with 
detailed sentiment ranking due to formatted subtitles in text. Asking additional questions re-
garding advanced sentiment analysis confirms the objectivity of these documents since senti-
ment is neutral.

Table 1. ChatGPT discovered sentiment comparison
Type of document Expected main sentiment Discovered main sentiment
News article Positive Positive
Scientific text Neutral Neutral
Technical document Neutral Neutral

Source: Own research

Document summarization is another branch of text mining that concerns the processing of 
text into more manageable parts that convey the same meaning (L. Sumathy & Chidambaram, 
2013). This allows the reader to quickly go through large bodies of text and gain better knowl-
edge of the text importance at hand. The key metric used for summarization was the final word 
count and the subjective measure of the authors about the validity of the summarization.
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ChatGPT was able to perform document summarization of the news article by 48.79%, with-
out further prompt engineering. After utilizing the prompt “Summarize the text even more” we 
were able to summarize it even more, bringing us to a total of 67.63% of summarization.

Due to the nature of scientific texts and technical documentation, document summarization 
gave us better results than news articles. ChatGPT managed to summarize the scientific text in 
question by 59.92% and with prompt engineering by 69.08%. The technical document was sum-
marized by 58% and with prompt engineering by 80.21%.

Table 2. ChatGPT document summarization results
Type of document First document 

summarization
Second document 
summarization

Author’s subjective validity 
of summarization

News article 48.79% 67.63% Valid
Scientific text 59.92% 69.08% Valid
Technical document 58% 80.21% Valid

Source: Own research

The process of concept extraction focuses on identifying and isolating key concepts from bod-
ies of text in order to increase comprehension and organization of knowledge (L. Sumathy & 
Chidambaram, 2013). 

Because of the way how ChatGPT is organized and the architecture of the GPT model, it is triv-
ial for ChatGPT to perform concept extraction. Using the starting prompt “Hello ChatGPT, I 
will need you to perform concept extraction on text I will give you in the next prompt”, we are 
able to summarize all three text’s key concepts and ideas. Prompt engineering can help us with 
additional concept extraction (such as clarification of extracted concepts or their connections) 
in the next steps after the original prompt.

6.	 FURTHER RESEARCH

The provided use cases are a balance between the usability and practicality of ChatGPT in day-
to-day work. With the complexity of large language models and text mining, there is room for 
further research in these areas.

One of the main directions would be deeper research into the applicability of ChatGPT as a 
solution to text mining. The performance of ChatGPT in text mining different kinds of text 
could give promising results, as well as the ability to set the context with prompt engineering. 
This can be approached with the applicability of prompt patterns (White et al., 2023) and un-
learning (Yao et al., 2023) as a method to improve output.

Another important approach would be the capability of ChatGPT to perform advanced logical 
reasoning on mined bodies of text. This approach stems from the current research that assumes 
ChatGPT is a Chinese room and unable to perform advanced logical reasoning (Ling, 2023), but 
it is worth discovering the threshold of logic that can be applied to the text at hand. 

Combining prompt engineering with the process of advanced logical reasoning, we should be 
able to build data mining pipelines (Wei et al., 2022) that can translate to specific data min-
ing patterns. These emerging patterns can be used for text mining applications on different lan-
guage models, such as LLaMA, focusing on a multi-model approach to text mining.
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7.	 CONCLUSION

We have established that ChatGPT as a solution is a viable tool for text mining of three different 
kinds of text, most notably newspaper articles, scientific papers and technical documents. Testing 
was done for sentiment analysis, document summarization and concept extraction. All three use 
cases gave us positive results for the usage of ChatGPT. Starting prompt was “Hello ChatGPT, I 
will need you to perform text_mining_use_case on text I will give you in the next prompt” where 
text_mining_use_case are sentiment analysis, document summarization or concept extraction”.

ChatGPT is able to perform sentiment analysis with results matching the expected values. With 
prompt engineering, detailed sentiment descriptions are returned by ChatGPT. Regarding doc-
ument summarization, word count is lowered on average by 55.57% and by applying prompt 
engineering these results improve to 72.03%. No additional prompt engineering is required for 
concept extraction using ChatGPT.
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