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1. INTRODUCTION

Modern Internet users are increasingly basing their needs on searching for information
and products as well as purchasing products through websites and web applications.
In the process of searching for desired products or services, we often find and buy those that
we were not initially looking for. The goal of every site that offers services or products to the
user is to attract the user, keep them on the site, place as many different products as possi-
ble and finally sell its product to the user (Gutama, 2021). To that end, websites often have
large amounts of pages, with as many products as possible, often the same product presented
in multiple images, in multiple colors, from multiple angles, multiple variations, and all with
the aim of finding the best solution for the user’s needs. Such large amounts of information,
data, pages, texts, and images often lead to the complete opposite effect, which is burdening
users with a large number of unnecessary details, which can make users feel uncomfortable
and leave the site. This effect is even more emphasized with sites that have a large number of
interactive elements (sliders with a large number of images, large-sized images with a large
number of objects in them, pop-ups that appear frequently and in large numbers, advertise-
ments, imposing the opinions of other customers, etc.). Although both developers and web-
site owners have created their applications to offer the user a product or service, and in addi-
tion for the user to come, find and buy that product, the great competition on the market and
the desire for dominance can often drive users away from certain websites due to excessive
information burden on users (Rosario, 2021).

As both sellers and buyers want to be in a win-win situation, websites intended for advertising

and sales have been constantly changing and adapting to the specific needs of users. Thus, a
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significant number of websites began to remember the user’s previous behaviour and to offer the
user goods from the same or similar product categories in advance, with the desire to increase
the user experience. The second group of sites started by including different algorithms for rec-
ognizing the needs of users and defining a certain group of products as a suggestion to the user.
In many different ways, sellers try to segment the items they offer to the user with the aim that
the user finds the desired products as soon as possible and buys them (Punj, 2012).

Research has shown that user behaviour, user needs, expectations and wishes can be classified
in certain ways. Psychology, as a science, has developed a large number of specific disciplines
that analyse user behaviour in different ways and the various effects that lead to the final opin-
ion, attitude and impression of the final product. So today we have a large number of works and
researchers dealing with mass psychology, psychology of design, psychology of colour, psychol-
ogy of optimal experience (Sharpe, 1974; Csikszentmihalyi, 2014). All this research shows that
user experiences, behaviours and characteristics can be grouped and classified. In addition, the
correct choice of colours, designs, shapes, etc. increases user experience, which contributes to
better placement and sale of goods and services.

Psychology also indicates that users can be classified into certain logical groups that gather us-
ers with similar interests, desires and needs. This classification of users enables web applica-
tions to perform user segmentation. The goal of segmentation is to recognize the type of user
and offer them products that correspond to their expected needs (Tu, 2010). In this way, the users
will not be overwhelmed by a large amount of information and can quickly find what they need.

The era of Web 4.0 indicates that the goal of future web applications is based on the implementa-
tion of artificial intelligence and finding information that suits each user and their specific needs
(Cioffi, 2020). Starting from that, in this paper, a solution for the segmentation of site users is pro-
posed, based on clicks on individual target parts, ads/products, and based on artificial intelligence.
For the purposes of artificial intelligence, self-organizing artificial neural networks were used,
namely its representative Kohonen’s neural network (KNN) (Kohonen, 2012). KNN aims to dy-
namically classify users (Miiller, 2022), to provide the website code with information that is fur-
ther used to dynamically modify the content of the website and display products to the user follow-
ing their expectations. Such a dynamic system has a constant phase of learning and training, and
with each new input it further improves the way of classifying the user experience.

This paper is organized into five chapters. After the Introduction, the basic principles of Koho-
nen’s neural network are given. In the third chapter, there are suggestions for the use of KNN
for the purposes of user classification and the proposed logic for changing the content of the site.
In the fourth chapter, a conclusion is given with guidelines for further research and in the end,
a list of used references is given.

2. KOHONEN NEURAL NETWORK

There are a large number of data processing methods that are based on the clustering of the set
Q, which involve dividing and grouping the data into clusters Q,,1=1, . .. ,N so that data dis-
tances within the same cluster are minimal, while data distances between different clusters
are maximal. This type of classification requires that the observed data can belong to only one
cluster and must be classified into a certain cluster. Historically, artificial neural networks have
shown good results in terms of input data classification and clustering (Roohi, 2013).
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Starting from three primary learning paradigms, artificial neural networks can be divided into
three main categories: supervised, feedback-reinforced and independent-unsupervised. Self-or-
ganizing maps (SOM), also known as Kohonen networks after their inventor Teuvo Kohonen,
belong to the class of unsupervised networks (Kohonen, 2012). They determine the representa-
tion of internal weights for presenting input data without any user supervision. This is an ex-
tremely important feature in the case when there is a large dynamic of changes and fluctuations
in the input data. Self-organizing maps are a visualization technique for data representation
that reduces data dimensions through the use of self-organizing neural networks (Pal, 1993).
Self-organizing feature maps (SOFM) learn to classify input vectors according to how they are
grouped in the input space. The input space can be any set of data with the most diverse types
of data contained in it (Kohonen, 2012).

A self-organizing map consists of elements called nodes or neurons, which can be visualized as
a neural network in the form of a matrix. The usual arrangement of nodes is a regular arrange-
ment in the form of a hexagonal or rectangular grid. Each node is associated with a weight vec-
tor of the same dimension as the input vectors representing the data, and is also associated with
a position within the map structure (Kohonen, 2012). The procedure of placing a vector from
the data space on the map starts by finding the node with the closest weight vector to the vector
taken from the data space. Then the coordinates in the map of this node are set to the value of
the vector. The distance between neurons is calculated based on their positions using the clas-
sic mathematical distance function. When input samples are presented to the network, a search
is performed to select a winning neuron c. The input vector x at time ¢ is compared with each
of the weight vectors mi belonging to the SOM, and the minimum of the Euclidean distance be-
tween the input signal and the neuron’s weight coefficients determines the best match, i.e. be-
longing to the same cluster.

I x(®) —m.(@) Il = {{|x(®) — m@©]|| Il x(t) —mc(t) II'} )

In this case, the weight coefficients of the nodes are updated taking into account the environ-
ment in the form of a circle around the winning unit with a gain function o(t) (values of this
function are 0<o<1) as follows:

m;(t +1) = m() + a(®)[x;(t) —m;(t)] @
Outside this area, the weight coefficients remain unchanged:
m;(t + 1) = m;(t) (€)

The gain function is linear, with the highest values in the winning neuron and the lowest at the
region boundaries. The arrangement of neurons in the SOM builds a discrete approximation of
the distribution of samples used to train the neural network (Kohonen, 2012).

More neurons indicate regions with a high concentration of samples and fewer in regions where
the samples are diluted. Figure 1 shows sample data as well as nodes of the SOM in the final state
in the coordinate system. The final state of the map depends on three main conditions: the initial
values of the weight vectors in the network, the data used for training and the parameters (char-
acteristics) of the map. Map configuration parameters such as the number of network nodes, gain
function, degree of learning and node distances are the main elements that determine the final
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result. A self-organizing map represents a topological organizer in the sense of ordering data, but
not a clustering procedure itself (Pal, 1993; Kohonen, 2012). The final weight vectors in the map
are used for clustering, which allows the formation of clusters with specific network links.

weight factors

Criterion 3

SOM nodes of the g ‘ 2
Kohonen's neural Criterion 1 -3

et 4 Criterion 2

Figure 1. Distribution of nodes within the SOM based on input data.
3. PROPOSED ALGORITHM

The goal of every website user is to find the appropriate content as soon as possible, and the
goal of every website owner dealing with sales is for the user on their website to be satisfied and
make a purchase. When the concept of creating websites is based on marketing and advertising
products that are primarily based on the content that is marketed to the user, we call it Contex-
tual advertising (Zhang, 2012). The ideal mutual benefit scenario is that the user quickly finds
the desired content/product and buys it. The psychology of customer behaviour defines the tar-
geting of users in accordance with their experience, behaviour and habits as behavioural target-
ing (Ozcelik, 2019). The key problem is how to automatically classify users and products on the
website and how to match them with each other. One of the methods presented in the profession-
al literature is the Click-through rate (Zhou, 2019).

In this way, it is possible to monitor the user’s movement within the website based on the moni-
toring of click events and thus try to understand the user’s expectations in relation to their needs.
On the other hand, this approach may require a fairly large sample of users in order to recognize
their common characteristics. Another approach can be seen through the analysis of the strings
that the user enters in the search field and in this way more clearly understand what exactly a
specific group of users is looking for, in what order, priority, etc. This concept shows good re-
sults through the structure of the Vector space model (VSM) (Singh, 2015).

However, relying only on entered search terms can greatly reduce the quality of user classifica-
tion because some users do not use text search, so their activity on the website cannot be detect-
ed. Some form of combination of these approaches should have the best results. During the last
decade, one of the statistical models that shows exceptional results in modelling a large amount
of data that can be more or less connected, i.e. correlated, is Latent Dirichlet Allocation (LDA)
(Jelodar, 2019). In this way, grouping can be realized by analysing a large amount of informa-
tion, by looking for previously unnoticed details that can create logical groups with a clear ex-
planation of why some parts of the initial data are similar (Jelodar, 2019).
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Starting from these scientific achievements, this paper proposes a solution for user classification
based on artificial neural network (ANN) and in accordance with the principles of behavioural
targeting, simultaneously combining the principles of click-through rate, VSM and the principle
of LDA. The methodology used in this paper is based on the use of one of the web platforms for
advertising and selling drinks in the Republic of Serbia. The activities of the user x,, are stored
in terms of each of their clicks, array C, and the entered search terms, array S. Also, for each
user, certain pieces of information are stored: the time spent on a page - array T, the set of pag-
es visited - array P, the items purchased - array A. On the basis of the results collected over sev-
eral months, the detection of users who accessed the site multiple times was realized using cli-
ent cookies in correlation with the identifiers of logged-in users who went through the authori-
zation and authentication process. In this way, a clear distinction was made between users who
visit the site while they are not authenticated among themselves and connecting an authenticat-
ed user with them while they were unauthenticated.

Considering that KNN can work with more criteria, for the purposes of this work, a total of
3 criteria were used: the total number of clicks on individual products, the terms that were
searched and the items that were finally purchased. All three criteria are viewed as multidimen-
sional parameters because they are based on the number of users, the time the user spent imple-
menting the observed action and taking into account the distinction/pairing of the same users
who are authorized or unauthorized.

Samples defined in this way are considered as inputs to KNN. The input vector x is compared
at each moment ¢ with each of the weight vectors m;, belonging to the SOM. The minimum val-
ue of the Euclidean distance determines the best match, i.e. belonging to a certain cluster. The
number of clusters is not necessarily limited and does not have to be formally numbered and de-
scribed. It presents the conclusion of KNN based on the entered results and groups users into N
clusters in accordance with recognized common characteristics of user behaviour.

When a new user comes to the website, and KNN has already created its own clusters, the new
user’s activities will either contribute to assigning them relatively quickly to the existing clus-
ter (if their behaviour is in accordance with the previously recognized behaviour of the user), or
will contribute to the new organization of KNN (which may result in a change in the weight vec-
tors m;,, or a change in the number of clusters and the logic used to group the nodes of the net-
work into new clusters in the n-dimensional space).

In the first phase of work, the training of the network was done after the user left the site until
the minimum amount of data needed for the training of KNN was formed. In the testing phase,
corrections of input parameters and weight coefficients are dynamically applied in each of the
three observed user activities. In this way, the first and key phase was realized, which represents
the classification of users in accordance with the principles of behavioural targeting in correla-
tion with the observed multicriteria principles of LDA. Based on the dynamic user classifica-
tions created in this way, the second phase of implementation of the proposed algorithm is en-
tered. The second phase aims to dynamically create the content of the website in accordance
with the conclusion of the first phase of user classification.

For these needs, the website was realized as a dynamic website, using the server programming
language PHP and the MySQL database, as a server-side rendering method for displaying data

to the end user. The initial view is defined by predefined content that is displayed to each user.
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This content is stored in the database and displayed to the user for whom no previous activity is
found in the client cookie. Based on that content, the user can either leave the site, which is not
recorded, or click on one of the links/products, i.e. specific items, or enter search content. Re-
gardless of which of the mentioned two activities is implemented, that activity changes the in-
put vector of the KNN and the user tries to classify it in relation to the previous clusters of the
neural network. With each subsequent activity, this process is repeated and the user can only
be more precisely assigned to a cluster that is more suitable for the user experience. In relation
to the calculated type of cluster to which the user belongs, the content that is dynamically re-
trieved and displayed from the database in the form of a group of articles and the articles them-
selves. They are displayed to the user on the page and in the block for recommended articles.
This mechanism is presented in Figure 2.

Is user classified No
before (reading Default content is shown
from cookie)?
Yes

Claster content is shown

KNN is called with new
input data based od user’s
activity

Is user made

click or
search?

No

Creation of new clusters
or correction of existing
ones

Figure 2. Proposed algorithm for user’s activity in relation to the clicks

In the proposed way, each activity of the user can either confirm the previously juxtaposed
group of clusters and their position increases, or the change appears if the weight coefficients
and distances of the network nodes led to the change of the cluster by their recent changes. In
each case, the dynamics of changing activities of each user are taken into account and entered
equally into the total knowledge available to the neural network. Based on the change of clus-
ter membership, the dynamic content that is further displayed to that user is directly changed.

The described activities were analysed over one year. Over 20,000 entries participated in the fi-
nal form. In order to compare the results, a lot of different analyses were carried out, of which
we singled out four special phases for the purposes of this work. Each phase lasted 3 months.
In the first phase, the same content is used without changes based on user experience (Phase 1).
This phase was taken as the reference phase. In the second phase, only the user’s activity in re-
lation to the click was observed (Phase 2). In the third phase, only the use of search keywords
was observed (Phase 3). In the final phase, the simultaneous effects of user clicks and the use of
search terms were combined, as described in this paper (Phase 4). The effect was measured in
relation to the time spent on the viewed pages (7C), the total number of clicks that resulted in a
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purchase (CC) and the value of the purchase (VC). These values are scaled to relative total val-
ues of all phases in the interval 1-100%.

The KNN was implemented in the form of an external API that referred to the described user
activities and which activated the stored procedures in the primary database, which recorded all
the user activities from before that were used as input vectors for the KNN.

The obtained results show that the measurement of the TC parameter by phases was 75%, 49%,
58% and 41%, Figure 3. In correlation with the measurement of the CC parameter, which has
values of 81%, 74%, 69% and 52%, a difference is observed in Phase 2 and Phase 3. Such re-
sults indicate that the observed group of users does not have the same behavioural characteris-
tics when compared in relation to the number of clicks and retention time, Figure 3.

However, the analysis of the V'C parameter gives a more uniform situation, with values of 75%,
77%, 78% and 82%, and with a more clearly profiled function that indicates that the phase of in-
tegration of several different parameters, was the most effective from the point of view of users
and website owners. These results are also shown graphically on the diagrams, Figure 3.

100 100
80 80 —
40 40
20 I 20
0 0
Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4
BTC mCC mVC e TC emm— CC VC

Figure 3. Values of parameters TC, CC and VC for Phase 1 to Phase 4 (two different types of charts).

The aforementioned analysis indicated the need for multicriteria analysis and contributed to the
LDA concept. In order for the results to be even more credible, it is necessary to increase the
sample number of users and include various factors that influence the decisions and attitudes
of consumers. The mentioned testing was temporarily interrupted after the testing period be-
cause it was shown that the time required to update the KNN weight statuses became longer
and longer with a larger number of data, so a different way of implementing the mentioned code
must be found if it is maintained as a condition that every action of the user is carried out con-
tacting KNN. This is certainly the subject of further work on improving the proposed algorithm.

4. CONCLUSION

This paper presents a solution for the dynamic generation of website content intended for ad-
vertising and product sales. Dynamic content generation is based on the dynamic creation of
clusters of users in relation to their user behaviour on the site and their expectations. Clustering
was realized using artificial neural networks. The results show that the application of the pro-
posed algorithm increased the efficiency of the initial website solution and proved to be very
useful. Further research will be directed towards changing the way clustering is realized due to
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the speed of the system’s response and changing the number of input parameters, the size of the
dimensions of the matrix of the input set, and the optimization of the speed of calculating the
weight coefficients of the proposed neural network.
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